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Abstract. We use results of guiding-center simulations of ion transport to map phase space densi-
ties of the stormtime proton ring current. We model a storm as a sequence of substorm-associated
enhancements in the convection electric field. Our pre-storm phase space distribution is an analyt-
ical solution to a steady-state transport model in which quiet-time radial diffusion balances charge
exchange. This pre-storm phase space spectra at L~2—4 reproduce many of the features found in
observed quiet-time spectra. Using results from simulations of ion transport during model storms
having main phases of 3, 6, and 12 hr, we map phase space distributions from the pre-storm distri-
bution in accordance with Liouville's theorem. We find stormtime enhancements in the phase
space densities at energies E~30-160 keV for L~2.5-4. These enhancements agree well with the
observed stormtime ring current. For storms with shorter main phases (~3 hr), the enhancements
are caused mainly by the trapping of ions injected from open night side trajectories, and diffusive
transport of higher-energy (2 160 keV) ions contributes little to the stormtime ring current.
However, the stormtime ring current is augmented also by the diffusive transport of higher-energy
ions (E = 160 keV) during storms having longer main phases (= 6 hr). In order to account for the
increase in Dst associated with the formation of the stormtime ring current, we estimate the
enhancement in particle-energy content that results from stormtime ion transport in the equatorial
magnetosphere. We find that transport alone cannot account for the entire increase in |Dstl typical
of a major storm. However, we can account for the entire increase in 1Ds# by realistically increas-
ing the stormtime outer boundary value of the phase space density relative to the quiet-time value.

We compute the magnetic field produced by the ring current itself and find that radial profiles of
the magnetic field depression resemble those obtained from observational data.

1. Introduction

The ring current consists of geomagnetically trapped ions and
electrons in the 10-200 keV energy range [e.g., Frank , 1967,
Williams, 1981a]. The intensity of the ring current is commonly
measured by the geomagnetic index Dst [e.g., Mayaud, 1980, pp.
115-129]. The quiet-time ring current is believed [e.g., Hamilton
et al., 1988] to contribute about 10—-20 nT to —Dst, but this is
mostly offset by magnetopause currents during the geomagneti-
cally quiet intervals which define the baseline (Dst = 0) for the
index. Thus the increase in IDstl to ~200 nT typically observed
during the main phase of a major geomagnetic storm must be
associated [cf. Dessler and Parker, 1959; Sckopke, 1966;
Carovillano and Maguire, 1966] with about a 10 to 20-fold
increase in the energy content of the trapped-particle population.

Indeed, large increases in trapped-electron [Williams and
Smith, 1965; Pfitzer et al., 1966; Craven, 1966; Bostrom et al.,
1970; Lyons and Williams, 1975] and in trapped-ion [Frank, 1967,
Soraas and Davis, 1968; Frank and Owens, 1970; Smith and
Hoffinan, 1973; Williams and Lyons, 1974; Lyons and Williams,
1976; Williams, 1981a; Lui et al., 1987, Lui, 1993] fluxes have
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been observed in connection with major geomagnetic storms.
Such particle flux increases extend from L ~ 7 to as low as L ~ 2
and span energies from 1 keV to several hundred keV. However,
the main contribution to |Dstl comes from particles in the 10-200
keV energy range, since these contribute to the majority of the
energy content of geomagnetically trapped particles.

Stormtime ring current formation presumably can be under-
stood in terms of the stormtime transport of charged particles
within the magnetosphere (e.g., by storm-associated variations in
the convection electric field). Roederer and Hones [1974] found
that low-energy particles (< 10 keV) injected earthward from the
tail by enhanced storm-associated electric fields can become
trapped on closed drift paths when the enhanced electric field
decays away. This effect was visualized by Smith et al. [1979],
who traced the motion of equatorial particles that had been
injected from L = 10 on the night side in a dipolar field model.
Thus injection onto closed drift paths can result directly from
time-varying convection.

Recently, we have traced the guiding-center transport of ions
to L ~ 3 in order to investigate the transport of ions to form the
stormtime ring current [Chen et al., 1993]. We treated the storm
as a sequence of substorm-associated enhancements in the convec-
tion electric field. We have found, in agreément with Lyons and
Williams [1984], that the access of 10145 keV ions to L ~ 3
occurs largely as a consequence of the enhanced mean value of
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the convection electric field rather than from its impulsive charac-
ter. Our results show that most particles in this energy range are
transported to L ~ 3 from outside the trapping region (defined as
the region in which particles execute closed drift paths).
Conversely, the transport of higher-energy particles (E 2 150
keV) is appropriately described by radial diffusion [cf. Lyons and
Schulz, 1989] across closed drift paths [Chen et al., 1992].

In this paper we perform similar simulations of particle access
to additional L values between 2 and 4. We use the results to map
stormtime phase space densities in accordance with Liouville's
theorem. Our pre-storm proton phase space distribution f'is based
on a steady-state transport model that balances quiet-time radial
diffusion with charge exchange. Instead of numerically solving
the transport equation as Spjeldvik [1977] has previously done, we
obtain an analytical solution to a simplified transport equation in
order to describe the pre-storm f. Our model yields observed
[Williams, 1981, Kistler et al., 1989] stormtime enhancements in
phase space density at energies E~30-160 keV at L~2.5-5. We
use the mapped phase space distributions to estimate stormtime
enhancements in the ion energy content to determine whether our
model can account for the increase in |Dstl associated with major
storms. We find that the above described transport can account
for the entire increase in observed Dst in a major storm if a realis-
tic stormtime enhancement of the phase space density fis imposed
at the neutral line in our model. This corresponds to a stormtime
enhancement of phase space density in the tail plasma sheet.

Moreover, we use the mapped phase space distributions
directly to calculate the radial profile AB(r) of the magnetic field
perturbation caused by the ring current. We find that this closely
resembles profiles of AB obtained from observations data [e.g.,
Cahill, 1966, 1973].

2. Description of Model

The magnetic field model that we use in our simulations is
obtained by adding a uniform southward field AB to the geomag-
netic dipole field [Dungey, 1961]. This superposition leads to a
quasi-magnetopause at the boundary between closed and open
field lines. The equation of a field line in this model is

[1+0.5(/b)* 1"\ /R p)csc?@= const =L (1)

where r is the geocentric distance, 8 is the magnetic colatitude, Ry
is the radius of the Earth, and b = 1.5L Rp = 12.82Rp; is the radius
of the equatorial neutral line. We obtained this particular value of
b by taking the last closed field line (denoted L ) to be at a
colatitude of 20° on the Earth. It corresponds to IABI = 14.474 nT
and L* = 8.547. The limit b — oo (L* — o) would correspond to
a purely dipolar B field. In this study we consider only equato-
rially mirroring particles. The equatorial field intensity B is
given by

Bo = (up/r’) — 14474 1T, ()

where pp=3.05 X 104 nT-R E3 is the geomagnetic dipole moment.
This field model is quite reasonable in the region (L < 6) where
the ring current forms. The model is less realistic in the tail where
we map particles from the inner portion of the quiet-time plas-
masheet (r ~ 12 Rp). Since particles do not spend much time
(<20 min) in this region where the model is not as good, it does
not significantly affect the results. Further details of this field
model are given by Schulz [1991, pp. 98—110]. Although we do
not take account of magnetic field perturbations induced from
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particle transport, we plan to develop a self-consistent ring current
model in the future.

We assume that the total electric field E = -V ®F is derivable
from the scalar potential

2

®p = l}ih%(f-) sin¢+,A‘§Q(ZL*—)sin¢ 3)
in which the three separate terms correspond to corotation (V) =
90 kV), the Volland-Stern [Volland, 1973; Stern, 1973] model of
quiescent convection (Vg = 50 kV), and the time-dependent
enhancement AV(t) associated with the stormtime convection,
respectively. The time-varying term in the potential is assumed to
vary as L [cf. Nishida, 1966; Brice, 1967] rather than as L2
because electric disturbances are expected to be less well shielded
than steady-state convection by the inner magnetosphere.

We model the storm-associated enhancement AV(?) in the
cross-tail potential drop as

N
AV(t)=Y AV, expl(t; — 1)/ T16(1 - 1;) (4)

i=1

where (1) is the unit step function (=1for t 20;=0forz<0),as a
superposition of almost randomly occurring impulses that rise
sharply and decay exponentially with a "lifetime"” 7= 20 min [cf.
Cornwall, 1968]. The impulses represent the constituent sub-
storms of a storm. The potential drop AV; associated with any
individual impulse is chosen randomly from a Gaussian distribu-
tion with a 200-kV mean and a 50-kV standard deviation. We
have chosen such a large mean value of AV; since our intention is
to model a major (IDstl ~ 200 nT) storm, such as those which
Lyons and Williams [1980] analyzed. For detailed analysis we
have chosen one example from among 100 such randomly gener-
ated model storms with main phases of 3 hr duration. Moreover,
we have constructed 6-hr and 12-hr model storms by attaching
additional 3-hr model storms to the end of the first 3-hr model
storm. Figure 1 shows the variation in cross-tail potential for the
3-hr (ending with the first dashed curve), 6-hr (ending with the
second dashed curve), and 12-hr (solid curve) prototypical storms.
The mean cross-tail potential drop during the various model
storms is = 230 kV. Further details of our model are given by
Chen et al. [1992, 1993].
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Figure. 1. The cross-tail potential V() in our model storm con-
sists of a quiescent value V (= 50 kV) and a superposition of
exponentially decaying impulses (decay time ¢ = 20 min). These
impulses represent the constituent substorms of a storm and start
at times that are distributed almost randomly over a main phase of
3 hr (terminating with the first dashed-curve extension), 6 hr
(terminating with the second dashed-curve extension), and 12 hr
(solid curve).
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3. Simulated Guiding-Center Trajectories

In our simulations we use the Bulirsh-Stoer extrapolation
method to trace numerically the guiding center motion of singly
charged equatorially-mirroring ions having various values of first
adiabatic invariant 4. We begin by tracing steady-state trajecto-
ries (AV(t) = 0) and identifying the separatrix which marks the
boundary between open and closed drift trajectories. Figure 2a
illustrates steady-state trajectories of ions having y = 10 MeV/G,
which corresponds to an energy E = 110 keV at R = r/Rp = 3.
For this particular 4 value, an x-type separatrix marks the bound-
ary between open and closed drift trajectories. We label closed
drift shells in terms of the dimensionless third adiabatic invariant
defined by Roederer [1970, p. 107] as

1_[®pRe|_| 1 [ d¢
L |2mug| (22 S L@

where dp is the magnetic flux enclosed by that drift shell and I(¢)
denotes the field-line label at longitude ¢ on the drift shell. In
particular, we denote by L; the drift shell that separates open from
closed drift paths. We have carefully calculated quiet-time values
of L; for various u values between 0.1 MeV/G < u < 100 MeV/G.
Some of the quiet-time drift configurations involve more
complicated topologies when there is more than one stagnation
point on the dawn-dusk meridian. In such cases it is not obvious
how to label the boundary between open and closed drift paths. In
Appendix A we explain in detail how we have defined L for all
the steady-state drift topologies that we have found.

Since we would like to obtain the drift average f of the phase
space density f, we have spaced 24 representative ions equally in
drift time around each drift path of interest before starting the
simulation. The small solid circles in Figure 2a illustrate 12 of the
24 representative ions' positions on the particular drift path that
crosses the dusk meridian at R = 3. We then apply the model
storm and run the simulation backward in time to learn where the
particles must have been prior to the storm, in order to have
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reached the final drift shell of interest. For example, the time-
reversed trajectories shown in Figure 2b indicate where the parti-
cles must have been prior to our 3-hr model storm in order to have
reached the final drift shell that crosses the dusk meridian at R = 3.
For this value of & (= 10 MeV/G), it turns out that half of the rep-
resentative ions would have been transported to the final drift shell
of interest by moving inward from the night side along open drift
trajectories. The other half would have been transported from
closed drift paths of either smaller or larger L value, and their
stormtime transport resembles radial diffusion. Thus Figure 2b
illustrates the situation for which the mode of access to the storm-
time ring current is transitional between convective and diffusive.

From similar simulations performed for ions with other u val-
ues between 0.1 and 100 MeV/G for 2 < L < 4, we find that a
large fraction of representative ions having E < 110 keV must
have gained access along open trajectories from beyond the
nightside neutral line. In contrast, for ions having E 2 150 keV,
we find that all of the representative ions must have been trans-
ported diffusively [Chen et al., 1992] from closed drift paths dur-
ing the storm.

We have used such time-reversed simulation results to map
stormtime phase space distributions of H* ions in accordance with
Liouville's theorem. This mapping requires that we specify the
distribution at the neutral line (boundary of our model) before and
during the storm, and the distribution on closed trajectories before
the storm. In our first example we maintain at the neutral line
(dashed circle in Figure 2a) an exponential spectrum

£ =exp(=p/ 1), (©)
for the phase space density and set g =5 MeV/G. This leads to a
reasonable drop-off of the boundary spectrum at high energies [cf.
Williams, 1981a]. We neglect losses for the distribution along
open trajectories so that fk specifies the phase space density
everywhere beyond the boundary between open and closed drift
trajectories, that is, for L 2 Lj(u). Later (in section 7) we treat
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Figure. 2. (a) Quiet-time trajectories of singly charged ions having 4 = 10 MeV/G are plotted on the left-hand
panel. The outer dashed circle represents the neutral line at » = b. Ions whose drift paths cross the dusk meridian at
R =3 have drift periods 73 = 2.4 hr. Twelve of 24 representative ions' "final" positions (corresponding to the begin-
ning of our time-reversed simulation) on the final steady-state drift path of interest are marked by small solid circles.
(b) The corresponding stormtime trajectories, as computed in our time-reversed simulation with a 3-hr model storm,
are shown on an expanded scale in the right-hand panel. The dashed-dotted curve represents the mean "stormtime"

separatrix.
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examples in which f* is realistically enhanced during the storm
over its pre-storm value.

It turns out that u = 30 MeV/G is*the largest value for which
we map the phase space density to f . The gyroradius of a 30-
MeV/G ion whose guiding center is at r = 12.4Rpis equal to 0.32
Ry, which is smaller than the distance between the guiding center
and the neutral line (b = 12.82 Rp). Thus we would expect
conservation of 4 to break down only beyond radial distances (r >
12.4Rp) that are very close to the neutral line in our model.

4, Pre-Storm Distribution

We assume that the pre-storm transport of ions on closed tra-
jectories is governed by an equation of the form

éf_— (.._) [D_LLQC_]__L 0

a "\l P a| =
where f is the drift-averaged phase space density at fixed @ and J
(= 0), Dy is the quiet-time diffusion coefficient for transportin L,
and 14 is the ionic lifetime against charge exchange. We neglect
Coulomb drag in (7) because charge exchange should be a more
important loss process at the energies of interest here. The steady-
state solution to (7), in which radial diffusion balances charge
exchange, can be expressed in closed form in terms of modified
Bessel functions of fractional order if DyJ, and 7, vary as power
laws in L [Haerendel, 1968). Thus we seek to fit Dy and 7
accordingly.

The standard model [e.g., Cornwall, 1972] leads to a diffusion

coefficient of the form

14x10° 10
Dy =~~~ day’!, @8
LL uz Nz y )

where g is in units of MeV/G. The solid curves in Figure 3a rep-
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Figure. 3. (a) Profiles of Dl_i, reciprocal of the standard diffu-
sion coefficient given by (7), for selected values (indicated in
MeV/G) of first adiabatic invariant. Dashed lines represent
power-law fits specified by reciprocal of (9). (b) Profiles of H*
charge-exchange lifetimes for different values of i (MeV/G). The
formula given by (10) provides a fairly good power-law (dashed
curves) to 74 for L<L.
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resent Dz,{ for selected u values. We obtain a power law "fit"

14x1075 f®
o o
_ A(W)+6
I3(u)——1+ AG)710)’ (9b)

where A is a polynomial function of log4qu that approaches 0 for
small £ and infinity for large 4. Such fits of the reciprocal of (8)
for L < L; are represented by the dashed curves in Figure 3a,
which agree very well with the corresponding solid curves for L
< L.

Similarly, we estimate a power law fit to H* charge exchange
lifetimes. Figure 3b shows H* charge exchange lifetimes (solid
curves) at selected i values. These were obtained by using the HY
cross sections of Smith and Bewtra [1978] and the neutral H den-
sity measurements of Rairden et al. [1986]. We notice that 7,4
tends to vary as a power law in L at the smaller L values.
Accordingly, we specify

(L) = (10)™1/2 108021 ( 1/ L,—)”(”) (10a)

)0.0117

y(u)=-17.724(u/8 (10b)

where Ly =2.5(u/ 8)0'2426, as an approximation to the charge
exchange lifetimes along closed drift trajectories (L < Ly). The
power law fits, shown by the dashed curves in Figure 3b, are good
for LS L.

Our power law fits to the transport coefficients allow us to
express the pre-storm phase-space distribution f{1,L) by means of
[Haerendel, 1968]

L )2’(1"3)[ 1,(8)K,(60)~K, (8)],(8,) }
,L 11
rwLy= ( I,(6))K,(60)—-K, (6))],(6)) (n

where 6= (2/(B+7-2)L(z, DY V2 and 8=2/(B+7-2))
-L( 'tqD ) °. The inner boundary 6p(u) in (11) corresponds to
the drift shell that grazes the Earth's atmosphere at R = 1.1. The
outer boundary 61 (1) corresponds to the separatrix Lj(i) between
closed and open drift paths. Although we specifically treat Ht
ions in this study, a similar method for computing pre-storm dis-
tributions could be applied to other ring current ion species such
as He* and Ot. However, since heavy ions may alternatively
charge exchange into higher charge states, it would be necessary
to solve coupled transport equations of the form given by
Spjeldvik and Fritz [1978] to obtain their pre-storm distribution.
Using (6) and (11), we plot in Figure 4 the pre-storm proton
phase space density spectra f{1,L) for the drift shells that intersect
the dusk meridian at R = 2.5 (Figure 4a), R = 3 (Figure 4b), R =
3.5 (Figure 4c), and R = 4 (Figure 4d). We plot f{(u,L) with
dashed curves on open drift trajectories and with solid curves on
closed drift trajectories. Our simple model reproduces features
similar to those found in proton phase space distributions obtained
by Williams [1981a] from ISEE 1 data: At the higher u values,
for which radial diffusion dominates charge exchange, the spec-
trum drops off like our exponential boundary spectrum. The spec-
tral peaks found at 4 ~ 22 MeV/G for R = 2.5 and i ~ 18 MeV/G
for R = 3 (see Figures 4a and 4b) had been anticipated by
Spjeldvik [1977] and occur mainly because the charge exchange
lifetime decreases with decreasing . However, since Li(1) also
varies directly with u for 4 = 1 MeV/G, ions having small 1 val-
ues do not have to diffuse as far from their boundary between
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Figure. 4. Pre-storm distributions for ions that drift through the dusk meridian at (a) R = 2.5, (b), R=3, (c)R=3.5,
and (d) R = 4 are shown by solid and dotted curves, respectively, for ions on closed and open drift trajectories.
Points on the drift-averaged post-main-phase distributions for our 3, 6, and 12-hr model storms are represented by
circles, squares, and triangles, respectively. The same exponential boundary spectrum, as given by (6), is main-

tained at the neutral line before and during the storm.

closed and open drift paths in order to reach their final R value.
For this reason the solution specified by (11) rises again at low [
to join the exponential boundary spectrum (dashed curve) which
corresponds to ions on open drift paths. The resulting turn-up
leaves a minimum in the spectrum at 1 MeV/G < ¢ < 10 MeV/G
in Figures 10a and 10b. As R increases, the associated spectral
valley (found at 4 ~ 6 MeV/G for R = 3) disappears, and the pre-
storm spectrum tends to approach the exponential boundary spec-
trum (see Figure 4d). This is because ions at higher R values do
not have to diffuse as far from their respective values of Lj(u) in
order to reach the drift shell of interest.

5. Mapped Phase Space Density

Using the results from our time-reversed guiding-center simu-
lations, we map the phase space density f for each representative
ion on each "final" drift shell of interest in accordance with
Liouville's theorem. To those particles that would have resided
either "beyond the neutral line" or on an open drift trajectory but
at L < L* when the storm began, we assign a phase space density
equal to the pre-storm boundary value j* (u) specified by (6). To

those particles that would have resided on a closed drift trajectory
at storm onset, we assign a phase space density equal to the value
of f specified by (11). We obtain the drift-averaged stormtime
phase space density f‘ for each i and L of interest by averaging
the mapped values of f over the 24 representative particles. Our
approach differs from that of Kistler et al. [1989], who performed
no drift average but made point-to-point mappings of phase space
distributions at various local times by using pre-storm spectra
obtained from AMPTE data. Our method applied even in the
absence of pre-storm data. The circles, squares and triangles in
Figure 4 show respectively drift averages of the mapped phase
space density after the main phase of our 3-hr, 6-hr and 12-hr
model storms. The curves through the points in Figure 4 are
smooth interpolations aided by cubic spline fits.

At R =3 (Figure 4b) we find that the 3-hr storm yields a major
enhancement of f' over the pre-storm phase-space density for u ~
3-13 MeV/G. This range of i corresponds to energies ~30—150
keV, which are known to be representative of the observed storm-

' time ring current [e.g., Williams, 1981a; Kistler et al., 1989].

Moreover, these are energies for which our simulations have
shown that jon transport to L ~ 3 occurs largely from open trajec-
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tories. In contrast, for £ 213 MeV/G (E 2150 keV at R = 3) we
find very little increase in f (K4,L) as a consequence of the trans-
port associated with a 3-hr storm. This energy range corresponds
to particles whose transport is diffusive. (Recall that the time-
reversed tracings for ions having g = 10 MeV/G in Figure 2b
illustrate the transition between convective and diffusive access).
During storms with longer main phases (e.g., 6 and 12 hr), the
stormtime ring current is augmented by the diffusive transport of
higher 4 (and thus higher energy) ions. Thus, the enhancements
in f are larger for the longer storms, as we would expect.

At R = 2.5 (Figure 4a) we find even larger enhancements in f
from their pre-storm values for g values which correspond to
energies ~30-150 keV. Since our model storms have rather large
average cross-tail potential drops (~230 kV), it is not surprising
that representative ions are transported to R = 2.5. In fact, a small
fraction of representative ions are transported to as low as R = 2
during the longer main phases.

At R = 3.5 (Figure 4c) and R = 4 (Figure 4d) we find qualita-
tively similar stormtime enhancements from the pre-storm phase
space density at i values which correspond to energies ~30-150
keV. However, the stormtime enhancement is limited by j* (w
and so it saturates rapidly with increasing R. In fact, both the pre-
storm and post-main-phase spectra closely approach the limiting
exponential boundary spectrum given by (6) for L 2 5.

As we have mentioned above, we neglected losses for the dis-
tribution along open trajectories when obtaining the post-main
phase distributions in Figure 4. We checked the validity of this
approximation by taking account of the charge exchange that
would have occurred during our 3-hr model storm. Because the
power law fit for 74 given by (10) is a good approximation only
on closed drift trajectories (L < L}), we used our own analytical

fit, namely
3/4 3/4
3657
*1 5502106
2.29x10

to the H cross sections of Smith and Bewtra [1978] to obtain the
charge exchange lifetimes Ty = 1/(onyv), where ny is the neu-
tral H density, v is the ion velocity, and E in (12) is measured in
keV. Although not plotted, the above analytical expression yield
very good fits to 7, (solid curves in Figure 3) for L < L* (not just
for L < Lj). Of course, the form of (12) is not consistent with
(11), as the form of (10) is. The phase space density at time ¢ is
attenuated by the factor

~4/3
cmz, (12)

0.271

=1.0x10716 || =——
’ ( 159

t
SO _ o —J'dz'/rq , (13)
t.

f@)

where ¢ is the time at which the particle of interest was introduced
across the neutral line. At the end of the 3-hr main phase, f atR
=3 and 4 =3, 5, 10, and 15 MeV/G were reduced to 0.91, 0.94,
0.97, and 0.99 of their original values, respectively. By neglecting
losses due to charge exchange on open drift trajectories during the
main phase, we have slightly overestimated the phase space den-
sity only at the very low 4 values (<5 MeV/G). Thus our neglect
of losses due to charge exchange on open drift trajectories during
the main phase seems to be a reasonable approximation.

6. Energy Content of Ring Current

The strength of the ring current (as measured by Dst) should
be proportional to the energy content of the particle population
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[Dessler and Parker, 1959]. The energy density of charged parti-
cles in the stormtime ring current L ~ 3 is attributable to electrons
(~20%) and ions (~80%) [Frank, 1967; Williams, 1981b]. Here
we estimate the proton energy content by calculating

U= [fwnswd®pa®s (14)

where d3p is a differential element in momentum space and dBxis
a differential volume element. The energy content of equatorially-
mirroring ions (J=0) can be expressed by invoking canonical
coordinates (see Appendix B for derivation), as

anuoom Y2 L <.
=—#£1('em—0)_ [ Bod Ly [ e, Ly®?dp, (15)
E

Ly 0

U

where By is the equatorial magnetic field intensity given by (2)
and m( is the ion's rest mass. Since we have arbitrarily normal-
ized f' , we can compute only the factor by which U is enhanced
after the main phases of our model storms.

We use (15) to compute values of normalized dU/dL (energy
content per unit L) from the curves for f (i, L) such as shown in
Figure 4. The values of dU/dL before the storm (open circles),
and after the main phase of our 3-hr (solid circles), 6-hr (squares),
and 12-hr (triangles) model storms are plotted in Figure 5. The
curves through the points in Figure 5 are smooth interpolations.
We find that the pre-storm energy density peaks at L ~ 4.3. Since
the post-main-phase spectra for L 2 5 are saturated to the expo-
nential boundary spectrum, there is very little change in stormtime
energy density for L 2 5. However, the profiles in Figure 5 indi-
cate that there is a significant stormtime increase in energy content
per unit L for 2< L < 5. The peak in the energy density occurs at
L ~ 3 for storms having main phases of 3 and 6 hr but the maxi-
mum shifts inward to L ~ 2.5 for a 12-hr storm, as we might have
expected from the diffusive character of the transport process for
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Figure. 5. Profiles of the normalized ring current energy content
per unit L before the storm (dotted curve corresponding to open
circles) and after the main phases of our model storms: dashed
curve corresponding to solid circles (3-hr storm), dashed-dotted
curves corresponding to squares (6-hr storm) and triangles (12-hr
storm). The same exponential boundary spectrum is maintained at
the neutral line before and during the storm. The total energy
content of the ring current has increased by factors of 2.3, 3.2, and
4.3, during our 3, 6, and 12-hr model storms, respectively.
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U 2 13 MeV/G. Indeed, this inward shift of the peak in dU/L
agrees qualitatively with observed ion energy density profiles
compiled from AMPTE/CCE data for storms of different intensity
[Hamilton et al., 1988].

In order to estimate the overall enhancement in energy content,
we have digitized the curves in Figure 5 to numerically integrate
dU/dL over L. We find an overall enhancement in magneto-
spheric ion-energy content by factors of 2.3, 3.2, and 4.3, respec-
tively, during the 3-hr, 6-hr, and 12-hr model storms. However, in
order to account for the increase in |Dstl typically observed during
a large storm (~200 nT), we would have expected about a 10 to
20-fold stormtime increase in the energy content of the ring cur-
rent. We thus have considered whether such an enhancement can
be achieved (see below) by increasing the stormtime boundary
value f* (1) of the phase space density in a manner consistent with
observed increases of ion energy density at L ~ 8 (or at the loca-
tion of the magnetopause for the one case in which it moved
below L ~ 8) by factors of ~2—4 from pre-storm values [ Hamilton
et al., 1988]. An increase in the boundary value of f might well be
a consequence of enhanced energization of plasma sheet ions in
the cross-tail current sheet [Lyons and Speiser, 1982].

7. Enhancement of Phase Space Density at the
Boundary

In order to illustrate the consequences of a stormtime increase
in the boundary value of the phase space density, we multiply the
f*(y) in (6) by a factor of 2 during our 3-hr storm and by a factor

of 4 during our 6-hr and 12-hr storms. To those particles that
would have resided beyond the neutral line at the onset of the
storm, we assign a phase space density equal to the stormtime
boundary value of j* (). To those particles that would have
resided on an open drift trajectory but at L < L* when the storm
began, we assign*a phase space density equal to the pre-storm
boundary value f (1) specified by (6). As before, we assign a
phase space density equal to the value of f specified by (11) to
those particles that would have resided on closed drift trajectories
at storm onset. Figure 6 illustrates the resulting phase space spec-
tra at R =2.5, 3, 3.5, and 4 in the same format as that of Figure 4.
In fact, when comparing Figure 6 to Figure 4, one can see that the
stormtime enhancements in f occur over the same range of 1
values but that the stormtime magnitude of f is larger whenf is
increased. The resulting increase in f is most pronounced at 4
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Figure. 6. Same format as Figure 4. In this case the stormtime boundary spectrum has been enhanced by factors of
2, 4, and 4 from its pre-storm value for our model storms having main phases of 3, 6, and 12 hr, respectively.
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values for which the inward stormtime transport occurs along
open drift trajectories.

In the same manner as in section 6, we estimate the energy
content of the ring current when there is a stormtime increase in
the boundary value of the phase space density. The points in
Figure 7 represent values of normalized dU/dL obtained via (15)
from curves for f (i, L) such as shown in Figure 6. The curves
through the points in Figure 7 are smooth interpolations. When
the stormtime value of f is increased, the energy content per unit
L is enhanced considerably for2< L < L* (compare with Figure
5). We integrate under the curves for dU/dL in Figure 7 to find
that the overall magnetospheric ion-energy content is now
increased by factors of 5.2, 13.1, and 18.0, respectively, during
our 3, 6, and 12-hr storms, respectively. Table 1 summarizes our
estimates of the various enhancement factors for ion-energy con-
tent, with and without stormtime enhancement of the phase space
density's boundary values. The results suggest that stormtime
transport in the presence of an observationally supported
[Hamilton et al., 1988] stormtime increase in the boundary value
of the phase space density can account for the stormtime ring cur-
rent of any intensity observed.

8. Magnetic Field Produced by Ring Current

The increase in energy content associated with formation of
the stormtime ring current corresponds to an increase in IDst las
measured at the Earth's surface. However, the mapped phase
space density profiles allow us to compute much more than this.
Indeed, we can compute the radial profile AB(R) of the magnetic
field perturbation produced by the stormtime ring current. In
order to do this, we must first calculate the current density J from
the plasma-pressure distribution ( Py , R) using

J=(c/BBXVP, +(c/B*Y B - P )Bx(dB/ds), (16)

where s denotes arc length. Equation (16) represents the super-
position of currents driven by the particle pressure gradient, the
magnetic field gradient and the magnetic field line curvature, and
is valid for J-B=0.
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Figure. 7. Same format as Figure 5. In this case the stormtime
spectrum at the neutral line is enhanced by factors of 2, 4, and 4
during the respective 3-hr, 6-hr, and 12-hr model storms. The
total energy content of the ring current has increased by factors of
5.2, 13.1, and 18.0, during our 3-hr, 6-hr, and 12-hr storms,
respectively.
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Table 1. Stormtime Enhancement of Ion-Energy Content

Main Phase, hr f*eXP(,U-//lo) Uf/Ui
3 1 23

6 1 3.2

12 1 43

3 2 5.2

6 4 13.1

12 4 18.0

The factor (U 1 /U;) by which the jon-energy content is enhanced
after the main phase of our model storms when the phase space
density at the boundary is maintained (f * exp(u/pg)=1) or
increased ( f * exp(i/ lgy)>1) during the storm.

In the present work we are considering particles that mirror
very near the magnetic equator, as so we may regard the current
distribution as a sheet of infinitesimal (but radially varying)
thickness

nl/zsm z23/4(AK)1/2(32B/(%.2)61/4’ (17)
which follows from (B9) in Appendix B. The plasma pressure is
thus inherently anisotropic, with B, =0 and P| given by

P, = 27/4ﬂm§/283(323/8s2)})/4(AK)1/2Ju3(2fdu
0

_lav[!au | I*Bya(d*B/as*)y* |au
=17 (18)

aL 27 o (MK L’

according to (B10). We obtain our pressure profiles numerically
for the pre-storm environment, as well as for the various model
storms depicted in Figure 1, by evaluating the factor |dV/dI|™
from its algebraic representation and digitizing the various curves
(representing dU/dL) in Figure 7. (Figure 7 corresponds to mod-

els in which the boundary value of f at L = L* is enhanced by
factors of 2, 4, and 4 over the pre-storm value for storm durations
of 3, 6, and 12 hr, respectively.) Since we regard the factor
(AKX )l /2 in (18) as a small but arbitrary constant, the pressure
profiles P, (R) thus determined bear a normalization that is arbi-
trary but consistent among the model storms and with the pre-
storm environment.

We proceed to compute the current density J from the pressure
profile P) (R) in accordance with (16) but recognize that the
quantity of interest is not J itself but rather dI/dR, which is the
contribution to the total azimuthal current per unit R in the equato-
rial plane. To obtain dI/dR, we multiply the azimuthal current
density $-J by Itllzsm, as given by (17). The results are plotted
with consistent normalization in Figure 8. A negative sign is
attached because the current flow is predominantly westward (i.e.,
such that ¢-J <0) throughout most of the ring current region.
Thus the peak (maximum) in the curve corresponds to the maxi-
mum in |d1 /dR] for the pre-storm environment (dotted curve) and
for each of the three model storms (curves with dashes separated
by n dots correspond to storms of duration 2" x3 hr). The peak
in the pre-storm current profile occurs at R ~ 4.5 while the storm-
time current profiles peak at R ~ 2.5-3 depending on the storm
duration. The peaks in the current profiles occur near peaks in the
energy density profiles (compare Figures 7 and 8) as we may have
expected.

Using the Biot-Savart law, we compute the equatorial mag-
netic-field perturbation AB(R) produced by the equatorial ring
current in the limit AK — 0. The thickness of the current sheet
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Figure. 8. Radial profiles of the normalized current per unit R
(denoted as —dI/dR) before the storm (dotted curve) and after the
main phase of our 3-hr (dashed curve), 6-hr (dashed-dotted curve)
and 12-hr (dashed-dotted-dotted curve) model storms. We used
the drift-averaged phase space distributions obtained when the
stormtime boundary spectrum at the neutral line is enhanced by
factors of 2, 4, and 4 during the respective 3-hr, 6-hr, and 12-hr
model storms. The profiles of dI/dR are normalized by 100 times
the maximum value of dI/dR corresponding to the exponential
boundary spectrum given by (6).

goes to zero, but notably retains its radial variation as specified by
(17), in this limit. For simplicity we treat the current distribution
as if it were axisymmetric, in which case AB(R) would be
axisymmetric also and thus be dependent only on R=I1R|. Under
this approximation the equatorial magnetic field perturbation
caused by the ring current is given by

#ol J' j R’(R’— Rcos¢)(dl/ dR")d¢dR’
[R? +(R’)? ~2RR’cos ¢]>/?

a 2
HoZ ’ . d 2 ")
= ——— | R(dl/dR")— |[R*° +(R
Mj (I dR)— {[ +(R)

—2RR’cos 9] 2 dgar’, (19)
where [, is the permittivity of free space, Rj (=1.1) is the radius
of the drlft shell at which f — 0 as the inner boundary condition,
and R =b=12. 82Rg in the present model. The radii R’ in (19)
pertain to elementary rings of current, which can be either inside
or outside the ring on which AB(R) is to be evaluated.
Accordingly, we have found it convenient to separate (19) into
two terms at R’= R, and to express the integral over ¢ in terms of
complete elliptic integrals K(k) of the first kind (k=R’/R for
R’<R;k=R/R’ for R’>R). The results for AB(R) obtained
by numerical integration over R’ in (19) are plotted in Figure 9,
using the same curve coding as in Figures 4-8. The four profiles
of AB(R), which is perpendicular to the equatorial plane, are
normalized by their respective values of Dstz. We identify Dst as
(3/2)z- AB(0) since it is usual to attribute 1/3 of the equatorial
magnetic field perturbation at the Earth's surface (R= Rg) to tel-
luric currents, which are not (but could easily have been) included
in the present model.

Normalization by Dst has enabled us to plot all four curves in
Figure 9 on the same scale. Unnormalized depressions AB(R) in
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the magnetic field grow progressively deeper (essentially in pro-
portion to Dst) with storm duration, but the stormtime minima
become sharper and move closer to the Earth with increasing
main-phase duration (e.g., to R ~ 2.5 for our 12-hr main phase
versus R ~ 3.5 for the pre-storm ring current). Features similar to
these are found in observational data on the magnetic field pro-
duced by the ring current [Cahill, 1966, 1973]. Our profiles of
AB(R) also resemble in shape those computed by Hoffinan and
Bracken [1967], who worked from a prescribed pressure profile
(chosen as parabolic in equatorial R with a maximum at R = 3.5
and a half-width of 1Ry for 2.086 < R < 4.272, but connected
smoothly to an RS variation for 4272 < R < 8). Theirs was a
self-consistent semiempirical model, as was that of Sorass and
Davis [1968], designed to reproduce observed magnetic field
perturbations. Siscoe [1979] has meanwhile computed AB(R)
from a self-consistent analytical model in which the ring current
evolves quasi-adiabatically through inward motion from a pre-
storm state, but his model likewise requires the specification of
independent parameters such as the geocentric distance to the
inner edge of the ring current and the distance at which the plasma
kinetic energy density is equal to B2 /87. Our model enables us
to compute AB(R) more fundamentally from the pressure profiles
that would result from stormtime particle transport.

9. Summary and Conclusions

In this work we have traced the guiding-center motion of rep-
resentative singly charged ions during stormtime enhancements of
the convection electric field. We have used the simulation results
to map stormtime proton phase space densities in accordance with
Liouville's theorem. Our pre-storm phase space distribution is
based on a steady-state transport model in which radial diffusion
balances loss against charge exchange. A summary of our results
follows:
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Figure. 9. Radial profiles of the magnetic field perturbations Ab
produced by the ring current before the storm (dotted curve) and
after the main phases of our 3-hr (dashed curve), 6-hr (dashed:
dotted curve) and 12-hr (dashed-dotted-dotted curve) model
storms. The profiles of AB are normalized by their correspondmg
values of Dst.
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1. We find that quiet-time proton phase space spectra obtained
from an analytical solution to a simple steady-state transport
model reproduce many of the features found in observed quiet-
time spectra [Williams, 1981a].

2. We find stormtime enhancements in the phase space distri-
butions at energies E ~ 30—-160 keV for L~2.5-5, ranges which
correspond well to the observed stormtime ring current [Williams,
1981a; Kistler et al., 1989].

3. For storms with shorter main phases (~3 hr), the enhance-
ments are associated with ions injected from open nightside trajec-
tories, and diffusive transport of higher-energy ions contributes
little to the ring current.

4. In contrast, for storms having longer main phases (26 hr),
we find that the stormtime ring current is augmented also by dif-
fusive transport of higher-energy ions (E 2160 keV).

5. By calculating the stormtime increase in ion-energy content
of the equatorial magnetosphere, we find that transport alone will
not account for the entire increase in |Dstl typical of a major
storm. However, we can account for the entire increase in IDstl by
realistically increasing the boundary value of the phase space den-
sity during the stormtime transport.

6. Profiles of the ring current magnetic field obtained from
simulated transport resemble those profiles obtained from obser-
vations data [Cahill, 1966, 1973].

In the future we plan to take account of account of particle loss
processes such as charge exchange and wave-particle interactions
in our mappings of the phase space distribution. This will allow
us to follow the evolution of phase space distributions even
through the recovery phase of a geomagnetic storm.

-15
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Furthermore, we will take steps toward developing a self-consis-
tent ring current model in which we account for transport effects
of the magnetic field perturbations caused by the ring current
itself.

Appendix A: Topological Considerations

In the course of plotting our steady-state proton drift paths for
1< 1 MeV/G, we have encountered the same variety of drift-shell
topologies upon which Roederer [1970, p. 31], Chen [1970], and
(more thoroughly) Lyons and Williams [1978, pp. 79-86] have
previously remarked. Representative examples are shown in
Figure 10. The reason for the topological complexity is that the
gradient B and corotational drifts of positively charged particles
are oppositely directed in the Earth’s magnetosphere. At fixed u
the gradient drift velocity varies inversely with R, whereas the
corotational drift velocity varies directly with R. Addition of the
convective E X B drift thus makes it possible for positively
charged particles spanning a certain range of u values (0.10
MeV/G £ u< 0.83 MeV/G) to execute banana-shaped drift paths
which cross the dusk meridian twice. The corresponding drift
motion is westward on the inner (concave) side and eastward on
the outer (convex) side of each “banana” so as to produce a
clockwise circulation about the o-type stagnation point on the
dusk meridian. The banana trajectories become more nearly kid-
ney-shaped in the immediate neighborhood of the o-type stagna-
tion point. The region of banana trajectories is bounded (on the
outside) by a separatrix describable as "heart-shaped" or
"crescent-shaped," depending on the value of . The heart-shaped
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Figure. 10. Quiet-time equatorial trajectories of singly charged ions having (a) 4 = 0.1 MeV/G, (b) u = 0.3 MeV/G,
(c) u=0.5MeV/G, (d) u=0.7 MeV/G, (e) 4= 0.83 MeV/G, and (f) u= 1 MeV/G.
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separatrix is the one that emanates from an x-type stagnation point
on the dusk meridian, as in Figure 10d. It more closely resembles
a bib or neck ornament in Figure 10c. The crescent-shaped sepa-
ratrix is the one that emanates from an x-type stagnation point on
the dawn meridian, as in Figure 10b.

Analysis of the guiding-center equation of motion, given by
Chen et al. [1993] as

2 2
dL _ L'Rpcosp Vo(—l;-) +AV(t)(£;-) (Ala)
& 2ug L L

1@=Q_1&1_R_E{VO(L)2

2 : +AV(’)(L*) Lsing, (Alb)
dt qBOr mg L

L 2

where 2 is the angular velocity of the Earth and ¢ is the azimuthal
coordinate (local time), reveals that the aforementioned x-type
stagnation points can occur on the dusk meridian for 4 < 0.83
MeV/G and on the dawn meridian for 4 < 26 MeV/G, respec-
tively. These appear at points where the convective E x B drift
velocity is equal and opposite to the difference between the gradi-
ent B and corotational drift velocities. The x-type stagnation point
on the dusk meridian corresponds topologically to the stagnation
point that generates the plasmapause in the limit g4 — 0.
Coalescence between this and the o-type stagnation point men-
tioned above leads at u = 0.83 MeV/G to a disappearance of the
banana topology. The region corresponding to banana topology
decreases in diameter and, according to (A1), formally approaches
L = 0 in the limit 4 — 0. However, the inner side of its crescent-
shaped boundary (separatrix) grazes the atmosphere at R = 1.1 on
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the dusk meridian for 4 = 0.1 MeV/G and the o-type stagnation
point reaches R = 1.1 from above at only a slightly smaller u
value. The banana topology thus ceases to appear on plots for i <
0.1 MeV/G, but it continues to be of mathematical interest (see
below). The x-type stagnation point on the dawn meridian corre-
sponds to that reported by Kavanagh et al. [1968].

In a purely dipolar magnetic field model this latter x-type stag-
nation point would approach L = es on the dawn meridian in the
limit 4 — e. However, in Dungey’s model magnetosphere,
which we have adopted for our present simulations, there occurs a
previously unreported sequence of topological transitions (see
Figure 11) as y is increased from about 10 MeV/G to about 26
MeV/G. This sequence “begins” at u = 10 MeV/G with the
appearance of an o-type stagnation point where the neutral line
crosses the dawn meridian. The location of this o-type stagnation
point “moves” toward lower L with increasing i so as to produce
a “growing” island of closed drift paths on which ions circulate in
the clockwise sense about the stagnation point. At y =22 MeV/G
the boundary of this island comes to coincide with the separatrix
generated by the aforementioned x-type stagnation point on the
dawn meridian. With a further increase in u the island decreases
in size and eventually disappears at u =26 MeV/G, upon the coa-
lescence of the o-type and x-type stagnation points. At g < 26
MeV/G the drift topology becomes simple again (one type of
closed drift path and one type of open drift path, separated by the
path that just grazes the neutral line at the dawn meridian). The
topology is likewise simple for 4 = 1-10 MeV/G (one type of
closed drift path and one type of open drift path, with a separatrix
between them generated by the x-type stagnation point on the
dawn meridian).
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Figure. 11. Quiet-time equatorial trajectories of singly charged ions having (@) it = 10 MeV/G, (b) i = 20 MeV/G,
(c) L= 22 MeV/G, (d) =24 MeV/G, (e) L = 26 MeV/G, and (f) 1t = 30 MeV/G.



5756

We have raised the issue of drift shell topology in the present
work because topology affects the kinematics underlying the
radial transport process, and in particular the optimal specification
of the parameters L and L{ to be used in (11). For closed drift
paths in the simple topologies found in Figures 11a and 11f, the
specification of L by means of (5) is unambiguous and presents no
difficulty. This is true also of the Earth-encircling closed drift
paths in Figures 11b, 11c, and 11le. A subtle difficulty would
arise, however, if the same formula were applied to Earth-encir-
cling closed drift paths for 22 MeV/G < u < 26 MeV/G (cf.
Figure 10d). The origin of the difficulty is that the boundary
between closed and open drift paths for particles that drift around
the Earth “jumps” abruptly at 4 = 22 MeV/G from the Earth-
encircling portion of the separatrix generated by the x-type stagna-
tion point to a curve that encloses both types of closed drift path.
The latter form is illustrated by the “bowling-pin” type of separa-
trix (dotted curve) in Figure 10d.

Thus if we were to apply (5) directly for the purpose of defin-
ing L1(u) for 22 MeV/G < p < 26 MeV/G, the result would be a
discontinuity in L1 (i) at 4 = 22 MeV/G. One way to avoid this
discontinuity (without introducing other discontinuities elsewhere
in 1) would be to define

———3(5——-— (A2)
L 2 L@ JL@

for drift paths that encircle both the Earth and the o-type stagna-
tion point. The first integral in (A2) should be taken around this
drift path of interest. The second integral in (A2) should be taken
around the smaller portion of the separatrix generated by the x-
type stagnation point. By adjusting the definition of L (and thus
implicitly of L;) in this way, we make it continuous between adja-
cent drift shells. The integrals in (A2) are seen to be of opposite
sign when due account is taken of contributions corresponding to
d¢ < 0 as well as to dg > 0. The above subtraction thus increases
the magnitude of 1/L for drift shells to which it applies and so
reduces the effective value of L for such drift shells, as compared
with the results specified by (5). This is the desired correction,
since it brings into agreement the values of L assigned to adjacent
drift shells just inside and just outside the separatrix generated by
the x-type stagnation point. We apply this correction uniformly to
all drift shells which enclose both the Earth and the o-type stagna-
tion point. In so doing, we apply it also to the boundary between
closed and open drift shells when this encloses both the Earth and
the o-type stagnation point. Thus we have made L;(4) a continu-
ous function of u as well.

The point made in the above paragraph is, we agree, a rather
subtle one. However, it turned out to be an essential consideration
in plotting our pre-storm spectra, which turned out to have
unwanted discontinuities in magnitude and slope before we
applied the above correction to the definitions of L and Lj(u). We
suppose that other investigators may face a similar dilemma. Of
course, the validity of the standard model for diffusive radial
transport is open to question for drift shells that deviate so drasti-
cally from circular geometry and on which the azimuthal drift of
representative ions varies so drastically with local time. We have
not seriously investigated the modifications that should be applied
to radial-diffusion theory under such conditions, but we have
noted that the adiabatic drift periods characteristic of particles on
drift shells near L1(¢) and on drift shells of unusual topology are
especially long (>> 10 hr in most cases). This is probably true
because such drift shells inevitably pass near stagnation points in
the drift velocity field. Since long drift periods lead to large dif-
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fusion coefficients in the quasilinear formulation [Cornwall,
1968], we have presumably underestimated Dy for such particles
in applying (8) to them.

The topological transitions illustrated in Figure 8 raise similar
questions, which turn out to have been important for our investi-
gation of transport to L ~ 2. (We had found that ions having 4 < 1
MeV/G would contribute only negligibly to the local energy den-
sity at L2 2.5.) There is no doubt that (5) should apply directly to
closed trajectories of the type that appear in Figures 10e and 10f.
(Protons drift westward on these trajectories, just as in the radia-
tion belts.) Closed trajectories that encircle the Earth in Figures
10c and 10d belong to the same topological class as those in
Figures 10e and 10f and so we presume that they should be
labeled in the same way. In Figure 10b, however, there are three
distinct topological classes of closed drift trajectory. In order of
increasing geocentric distance, these are westward-drifting,
banana, and eastward-drifting. The banana trajectories are
bounded by a crescent-shaped separatrix which meets itself at a
"cusp” on the dawn meridian. The trajectories of eastward-drift-
ing and westward-drifting ions come into contact at this point.
Thus it would be advantageous to assign the same label to the
innermost trajectory of eastward-drifting ions as (S) assigns to the
outermost trajectory of westward-drifting ions. In other words,
we should try to assign the same label to the outer and inner sides
of the crescent, which constitute (after all) a single drift shell.
Thus we assign the L label given by

—= —-55—— - (A3)
L 2rn) L(¢9) L(¢)

to the closed trajectories executed by eastward-drifting ions, as in
Figure 10b. The second integral in (A3) should be evaluated
around both sides of the crescent (cr) with due account taken of
the direction of drift. This procedure assigns the same label to the
innermost trajectory of eastward-drifting ions as (5) assigns to the
outermost trajectory of westward-drifting ions. Internal consis-
tency requires that the crescent correction be applied for all u <
0.5 MeV/G, even if the crescent itself lies partly or totally inside
the Earth, as it does in Figure 10a. The Earth is, after all, just a
reference surface from the perspective of the field model, and
continuity of Lj(u) as a function of U requires internal consistency
in the definition of L.

Drift shell topology likewise affects the specification of Lo(),
at which we impose the inner boundary condition f =0. The
drift shell corresponding to Lo(u), is that which just grazes the
sphere r = 1.1 R on the dawn-dusk meridian but maintains r >
1.1 Ry, at other values of ¢. If this turns out to be one of the
banana trajectories, in which case the grazing would have
occurred at ¢ = —1/2, then Lo(u), is interpreted (for reasons noted
in the next paragraph below) as the common label of either side of
the crescent-shaped separatrix. If the grazing trajectory corre-
sponds to consistently eastward or to consistently westward ion
drift, then the value of Ly(L), is specified in accordance with (A3)
or with (5). The grazing would have occurred at ¢ = +n/2 for
eastward drift or at ¢ = —n/2 for westward drift.

We defer to a later work the question of how to label the
closed banana trajectories in Figures 10b and 10d, as well as the
question of how to label open trajectories (those that cross the
neutral line). We label drift shells here mainly in order to specify
the pre-storm distribution of f , but in this work we are treating f
as spatially constant among banana trajectories corresponding to a
given u. Since we find that the adiabatic drift periods of particles
on banana trajectories are (as noted above) extremely long, we
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presume that the "radial" diffusion coefficient Dgg for transport
among banana trajectories would be large enough to justify this
approxlmatxon In other words, we are presuming for now that
7, Do >> @2, where @ is the amount of magnetic flux enclosed
by the region of banana trajectories. Moreover, since we are
mapping f in accordance with Liouville's theorem along open tra-
jectories which extend to the neutral line, we have no immediate
need for a flux-based labeling system to describe such trajectories.
We presume that some such system could be devised if needed
(e.g., by specifying the amount of magnetic flux to the left, or to
the right, of a particle's drift path).

Appendix B: Energy Content of the Ring Current

According to Dessler and Parker [1959] the value of Dst
should be proportional to the energy content U of the magneto-
spheric charged-particle population. Thus we need to express U
conveniently in terms of an integral over the drift-averaged phase
space density f, which we have obtained by mapping fin accor-
dance with Liouville's theorem. The energy of an individual non-
relativistic particle is equal to uBy,, where By, is the field strength
at the particle's mirror point on the field line of interest. Thus it
should be possible to obtain U by integrating uBy, _f over all
phase space. However, it may be more convenient [e.g.,
Haerendel, 1968] to make use of the fact that the adiabatic invari-
ants (i, J, @) of a particle of charge g and rest mass mg are
directly proportional to canonical action integrals of the form

Ji=§lp+(g/0Al ds;, (B1)
where ds; denotes the element of arc length along the trajectory
corresponding to the motion of type i in the hierarchy of periodic-
ities (i = 1, 2, 3, denoting gyration, bounce, and drift, respec-
tively). The integral in (B1) extends over one period of the
motion of type i and thus represents the area of a two-dimensional
region in phase space [e.g., fer Haar, 1964, p. 143]. The quantity
P +(g/c)A in (B1) denotes the canonical momentum, as p repre-
sents the particle momentum and A the (magnetic) vector poten-
tial (such that B=V X A). The line integral of the second term in
(B1) is equal to g/c times the amount of magnetic flux enclosed by
the trajectory of type i (= 1, 2, 3, ). Thus the line integral is
uniquely defined (i.e., gauge invariant) even though A itself is not.

It follows from (B1) that J; =12mmyc/ql, J, =J, J3 =(q/c)D
= |2nqug /cLal, where Ug is the geomagnetic moment. Our
study is based on the mapping of phase space densities for "equa-
torially mirroring” ions, which should be interpreted to mean par-
ticles of "vanishing" K2 =J? /8mgu [Roederer, 1970, p. 51].
Since

Iy J5,J3) AWK, L) =—8mou)''?(4n’ugmy/12a)  (B2)

is the Jacobian of the transformation from the canonical action
integrals to the coordinates in which our study is formulated, the
energy content of interest is therefore given by

L coco
U =an2@emd)'*(ug!a) j ”;P”(Bm /12)f dudKdL.
L,00

(B3)

Our present simulations yield f for K= 0 but should apply
almost equally well to a narrow interval AK of X values, to which
we suppose that the distribution modeled in the present work is
confined. Thus the contribution to U per unit L must be equal to
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%%z ax? (2m)*' 2 (AK) (ug 1 a)(Bo / ) [ ' Fdu, (B4)
since B, — By in the limit K— 0. With f arbitrarily normal-
ized in the present work, our plots of "normahzed dU/dL" in
Figures 5 and 7 represent just (a BO / yEL ) times the integral
that appears in (B4). The factor AK is regarded as a "small" con-
stant which defines the particle population of interest.

The quantity specified by (B4) represents literally the contri-
bution to U per unit L and should not be interpreted as the local
energy density or as the pressure P, from which the current den-
sity might be computed directly. In order to obtain the equatorial
value of

o4l
P, =2x| [(p? 12my)f p*d(cosa)dp,
1 PL 0

0-1

(B5)

we must divide dU/dL by the contribution (or "occupied™) portion
of the flux tube volume per unit L. For this purpose it is useful to
recall again that the adiabatic invariants of charged-particle
motion are essentially action integrals [Haerendel, 1968] of the
form specified by (B1). Although the definition of an action inte-
gral seems to combine momentum and position variables inextri-
cably, it is profitable to regard the six-dimensional phase space
volume J;J,J3 as the product of a volume in ordinary space
(called "configuration space" in quantum mechanics) and a vol-
ume in momentum space. The optimal factorization must treat
momentum and position variables on an equal footing.

What this means in the present context (which corresponds to
the limit of simple-harmonic bounce motion of "small" amplitude
Sy is that the "occupied volume" of a flux tube is not 25, times
the equatorial area intercepted by the flux tube, but rather 7rl ! 2
times that equatorial area. Similarly, the integral over coso m
(BS) generates not a factor of 2 cos, where ¢ is the equatorial
pitch angle that corresponds to AK, but rather a factor of
nt!? cosay. The rationale for these last two perplexing assertions
resides in the interpretation [e.g., Goldstein, 1980, pp. 457-462;
ter Haar, 1971, pp. 135-140] of the second adiabatic invariant as
the two-dimensional phase space "volume" enclosed by the parti-
cle trajectory, which is (for simple-harmonic motion) an ellipse in
the two-dimensional phase space (guiding-center position along
the field line versus component of momentum in the direction of
B). For particles that mirror near enough to the magnetic equator,
we can invoke (except near L = L ) the harmonic-oscillator
approximation in order to evaluate

Js§pcosads=7tpsm cosay (B6)
K =@8mou)™"2J ~(n/2)B}/ %s,, cosay, (B7)

where s, is the amplitude of the bounce motion and ¢, is the
equatorial pitch angle. The area obtained by multiplying the
entire (positive and negative) range (2 s, ) of s by the entire range
(2pcosag) of pcosa would be (4/m)J which is the area of a
circumscribed rectangle rather than the area enclosed by the ellip-
tical phase space trajectory. To obtain the appropriate area (J)
while treating posmon and momentum variables on equal footing,
we should multiply ! sm by xl/? pcosay. This same consid-
eration should apply to evaluation of the integral over cosag in
(B5) and to evaluation of the "occupied” flux-tube volume (see
below).
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The maximum K of interest corresponds to AKX in (B4). If the
flux tube of interest intercepts an annulus of inner radius r, and
outer radius ry +dry in the equatorial plane, then it contains mag-
netic flux d® = 27D'OBPdr0. The particles of interest "occupy" a
volume dV = 4mry(n''%s,, )dry =21/ 2rys,,dr, within this flux
tube. It follows from these considerations that
dv/d®=n"'"2%s, /B, and that dV/dL~-2n%ugs, IBy*a.
The relationship between s, and cosa in the harmonic-oscillator
approximation is easily obtained from the lowest-order Taylor
expansion

B,, — By = By, cos® oty =(1/2)(9*B/3s)ys2,  (BS)
where the subscript 0 denotes (as usual) evaluation at the magnetic
equator. Thus it follows from (B7) that
AK =272 7(3?B1 s )y ? 52,
=272 7(9%B135%);"* B, cos® g, (B9)

a result which we use to eliminate cosag and sy in favor of
AKY'? in our expressions for dU/dV and P, . Thus, we obtain

dU _|aV[aU 74 3122, 2.1/4
av ldLl dL g By (9°BI 6™
12(,3/23
X(AK) {u JFau (B10a)
via (B4) and

P.L z27/4m3/2Bg(a2B/&2):)/4(AK)IIZJ'#3/2fd#(B10b)
0

directly from (BS) as equivalent (indeed, appropriately identical)
representations of the energy-density and pressure distributions
from which the current density inside the magnetosphere can be
computed.
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